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Abstract 

Acquisition noises in the digital image processing system basically made out of imprudent 

clamors, for example, hot and dead pixels, and for the most part expelled utilizing middle 

channels. The median filtering algorithm can be speedup by FPGA implementation. 

Configuration memory cells in SRAM based FPGAs are susceptible to radiation effects such 

as SEUs which leads to configuration memory bit flips and hence a protective measure is 

required for the proper operation of median filtering algorithm.The fault tolerant 

implementations of median filter provides a range for median value with which the calculated 

median value is checked and find out error if the median is out of the provided range. The 

main aim of the project is to fasten up the fault tolerant implementation of median filter in 

FPGAs by adding a few resources. Experimental results show that the proposed technique 

significantly reduces the latency of the fault tolerant median filtering process.  
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INTRODUCTION 

Image processing is one of the rapidly 

growing technologies in this era, which is 

used to perform some operations on an 

image to get an enhanced image. Digital 

image processing is the commonly used 

method for different space as well as 

medical image processing applications 

because of their attractive features 

compared to analog image processing. It 

enables a wide scope of calculations to be 

connected on the info picture and can stay 

away from issues, for example, the impact 

of clamor and flag mutilation amid the 

handling of picture [1].  

 

In digital image processing, the captured 

image may acquire undesirable noise 

during the image acquisition stage. These 

impulsive noises are commonly referred to 

as salt and pepper noise. It is important to 

remove these short noises from the image 

as soon as it captured, so as to avoid the 

transmission of the corrupted image to the 

subsequent stages. Median filters are the 

best remedial for the removal of salt and 

pepper noises because of their edge 

preserving ability while removing noise. 

Figure 1 shows the effect of noises on 

images and the effect of filtering on noise 

affected images [2–5]. 

 
                                      (a)(b)(c)           (d) 

Figure 1:Effect of Salt and Pepper Noise on Images and Noise Removal using Median Filter. 

(a)Original Image, (b) Noise Affected Image, (c)Median Filtered Original Image, (d) Median 

Filtered Noise Affected Image. 
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As these processes include a large number 

of mathematical operations on each image 

pixels, FPGAs become the best platform 

for implementing this algorithm on 

microprocessors. However, as SRAM 

based FPGAs are sensitive to radiation 

noises, the implemented median filtering 

algorithm can be altered by some SEUs 

thereby changing the functionalities of 

median filtering algorithm. It explains the 

need for a protection technique for the 

proper operation of median filter 

implementation in FPGAs. The fault 

tolerant implementation of median filter 

finds out the corrupted pixel present in the 

image. It is done by checking whether the 

calculated median value is within a 

prescribed range, or not. If not, an output 

error signal is generated as it detects a 

corrupted image pixel. 

This helps to speed up the overall image 

processing operations which in turn 

helps in large saving on time. This 

project is mainly focused on the speed of 

the processing system. As latency is an 

important factor of all systems, the 

proposed system is more efficient than 

the previous methods for median 

filtering. 

 

METHODOLOGY 

The proposed technique is an improved 

version of fault tolerant median filter, for 

providing low latency. The fault 

detection is performed similar to the 

fault tolerant method. The modification 

is done in the sorting and sliding section. 

To understand the basic fault tolerant 

median filtering process, a schematic 

diagram is shown in Figure 2. 

 

 
Figure 2:Schematic Diagram of Fault Tolerant System. 

 

The fault tolerant median filter checks 

for two types of error. First, the median 

filtered image compares with the golden 

image i.e. the test image, and produce 

error ‘e1’ signal if any mismatches has 

occurred. The CRC error detection and 

correction module produces error signal ‘e2’ 

for any error in data transferring, to ensure 

the accuracy of data transmission. The basic 

blocks of median filer are shown in Figure 3. 
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Figure 3:Block Diagram of Median Filter. 

 

To understand the functionality of the 

system, it is required to learnabout the 

basic operations of each block. The theory 

and working of median filter and different 

sorting algorithms have explained below. 

 

SORTING NETWORKS FOR 

MEDIAN FILTERING 

A sorting network mainly consider as a 

multi-input, multi-output switching 

network. It requires less number of 

hardware to perform a large number of 

computations. The attractive part is that, it 

can be have thousands of inputs and 

outputs by using only a small number of 

hardware. Sorting memories have other 

applications such as a multi access 

memory, a switching network with 

buffering and as a multiprocessor. The 

proposed technique is used the sorting 

network with minimum number of 

exchange nodes, for sorting the 9 pixel 

values, obtainedfrom the 3×3 sliding 

window matrix [6,7]. 

 

The Figure 4 shows the basic exchange 

node for a sorting system. It includes two 

multiplexers and a comparator. The 

comparator is 8 bit and the multiplexers 

used here are 2:1 mux. At a time 2 inputs 

are compared and higher and lower values 

are generated. 

 

 
Figure 4:Internal Diagram of Basic Exchange Node. 
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As in figure, input image pixel values A 

and B are given to both the multiplexers 

and to the comparator. Based on the 

comparator output, each multiplexer 

selects either one input and gives as the 

output. Hence based on the comparison 

A<B, we get higher value as upper mux 

output and smaller value as lower mux 

output. 

 

PROPOSED TECHNIQUE 

Mainly this project is aimed on reducing 

the latency of the system to ensure the 

efficient performance of fault tolerant 

median filtering process. The proposed 

technique is an extension of the fault 

tolerant system which generates an output 

error signal whenever it detects an error. 

The overall working of the proposed 

system is same as that of fault tolerant 

method for median filtering [8]. The 

difference lies in the latency of the system. 

The proposed system has achieved low 

latency than the previous systems by 

reducing the number of clock cycles for 

sliding window formation.  

 

The proposed technique has added a few 

registers for the efficient implementation 

of the fault tolerant technique. This 

technique has all the advantages of its 

precedent methods, and at the same time, 

it provides a low latency. To achieve 

this, two extra arrays and some registers 

are added. 

 

At first, pixel values of the image are 

loaded to a 5×5 matrix as the input. Then 

a 3×3 sliding window applied to the 

image. Each time, the 3×3 window 

provides 9 pixel values to the sorting 

network. In the existing techniques, to 

form each 3×3 window consisting of 9 

pixel values, 9 clock cycles are required. 

In the proposed technique, each set of 3 

rows requires an initial 3 clock cycles 

and then 2 single clock cycles for 

forming sliding windows. 

 
Figure 5:Sliding Window Formation. 

 
Figure 10 shows a 5×5 matrix, the input 
image matrix which stores the pixel values 
of the image. The first 3×3 sliding window 
to be formed for sorting process, is shaded. 
The two arrays, odd and even, are used to 
store pixel values from the input matrix 
and from these arrays, the pixel values are 

taken to form sliding window. The first row 
of ‘odd’ formed by the elements of the 1

st
 

row of the input image matrix. Similarly, the 
elements of 2

nd
 row of input image matrix 

are stored in the first row of ‘even’. 
In1 is a register which stores the first 

element in the ‘odd’ array, while register 
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In2 stores the first element of ‘even’ array. 

In3 directly stores values from 3
rd

 row of 

the input matrix and at the same time, it 

stored in the 2
nd 

row of the ‘odd’ too, for 

future use. In first clock cycle, values from 

In1, In2, and In3 are taken by the first 

columns of the 3 rows of the sliding 

window matrix [9, 10]. In next clock 

cycle, the entered values of sliding 

window matrix are shifted to the next 

columns of the same rows. The first 

columns are filled by the updated In1, In2, 

and In3 values as in the earlier manner. By 

the 3
rd

 clock cycle, the 9 pixel values for 

the first sliding window have achieved. In 

the next clock cycle, the 2
nd

 sliding 

window is formed and the 3
rd

 is formed in 

next to that clock cycle. Figure 8 shows 

the formation of first set of sliding 

windows.

 

 
Figure 6:Sliding Window Formation. 

 

Then it is the time to slide through the 

columns starting from the 2
nd

 row of the 

input image matrix. For this, the values in 

‘even’ is given to In1 and In2 is stored by 

the elements in second row of ‘odd’, 

which are filled by 3
rd

 row elements of 

input image matrix during the initial clock 

cycle. Then In3 is stored directly from the 

4
th

 row of input matrix, and at the same 

time it stored in the 2
nd

 row of ‘even’ too 

for future use [11–13]. Then the process is 

similar as described above. This process 

also requires an initial 3 clock cycles for 

the first sliding window matrix, and one 

single clock cycle for each subsequent 

sliding window matrices.  

 

In similar way, each row requires an initial 

3 clock cycles and then 2 single clock 

cycles for forming each sliding windows, 

since each row forms 3 sliding windows. 

A total of 9 sliding windows can be 

formed from a 5×5 matrix, the first sliding 

window being formed from first 3 

elements of first 3 rows whereas the last 

sliding window formed by the 3
rd

, 4
th

 and 

5
th

 elements of 3
rd

, 4
th

 and 5
th

 rows.  

 

RESULTS AND DISCUSSION 

An improved fault tolerant implementation 

of median filter is presented and 

performed. The typical fault tolerant 

system checks if the calculated median is 

within the range provided or not. If not, it 

set up an error signal to remove the noise 

and do necessary remedies [14, 15]. The 

proposed system improves this process by 

reducing the latency of the ordinary fault 

tolerant system. By reducing the latency, 

outputs are obtained fast as possible which 

in turn helps to do more processes in less 

amount of time.  

 

In this project work, typical sorting 

networks used for median filter has been 

developed and simulated. The proposed 

technique has used the best sorting 

network, formed by Batcher’s Bitonic 

sorter with 19 basic nodes and extra 6 

blocks for range formation. All the sorting 

networks are compared in terms of 

resource utilization, time, and power 

consumption. Error correction is done by 

CRC algorithm. Then the image is viewed 

by MATLAB software. 
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SIMULATION RESULTS 

The proposed system and the fault tolerant 

system weresimulated using Xilinx ISE 

Design Suite. The simulation results are 

shown below. 

For producing any sorting network, the 

first thing is to create a basic node. The 

basic node includes a comparator for 

comparing the input values and two 

multiplexers from where the output values 

are obtained. 

 

8 bit Comparator  

In each time, comparator checks whether 

‘a<b’ is true or not where ‘a’&‘b’ are 

inputs. If it is true,the output ‘y’ becomes 

1; otherwise ‘y’ is 0. Figure 7 shows the 

simulation result of 8 bit comparator.  

 

 
Figure 7:8bit Comparator. 

 

8 bit Mux 

Whenever the select input value‘s’ is low i.e. 

0, the mux output ‘y’ selects the value of 

input ‘a’. When the select input‘s’ is high, i.e. 

1, ‘y’ will be the value of ‘b’. Figure 8shows 

the simulation of 8 bit multiplexer [16]. 

 

 
Figure 8:8 bit Multiplexer. 

 

Basic Node 

Basic node includes two multiplexers and 

a comparator. It compares the two inputs 

‘a’&‘b’ at a time and produces the high 

and low outputs. Figure 14 shows the 

simulation result [17]. 

 

 
Figure 9:Basic Exchange Node Simulation. 
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Classic Sorting Network 

It includes 41 basic nodes. After sorting 

the 9 inputs, it provides the 9 outputs 

‘Y1-Y9’ and obtained the ‘Median’ as 

in Figure 10 [18, 19]. 

 

 
Figure 10:Classic Exchange Network Simulation. 

 

Minimum Exchange Network Scheme 

It includes 19 basic nodes. This is the 

method which has used smaller number 

of exchange nodes. The 9 inputs are 

partially sorted and ‘Median’ is formed 

as in Figure 11. 

 

 
Figure 11:Minimum Exchange Network Scheme Simulation. 

 

Fault Tolerant Scheme 

In addition to 19 exchange nodes as that 

of minimum exchange node scheme, the 

fault tolerant scheme needs 6 more 

additional exchange nodes for range 

calculation. It checks whether the median 

is between the range or not, so as to 

produce an error signal. Then the central 

pixel value of the sliding window matrix, 

is replaced by the median value. Figure 

12 shows the simulation result of fault 

tolerant scheme. 
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Figure 12:Fault Tolerant Scheme Simulation. 

. 

Improved Fault Tolerant Scheme 

Our technique has the same working as 

fault tolerant scheme, which includes 25 

basic exchange nodes for sorting 

algorithm. The change has made in 

sliding window section. For sliding 

window generation, it has used an 

additional 2 sets of arrays. The first 

matrix shows the input image (‘img’). It 

is a 5×5 matrix to store 8 bit pixel values 

of input image. The pixel values are 

given to the system from a text file 

consisting of pixel values of the input 

image, by calling this file in the test 

bench. Error output signal shows high 

whenever the system detects an error. 

The median value (‘median’) for the 

final sliding window matrix values (‘a’) 

are shown in Figure 12. Also we can see 

that the median value replaces the 

original pixel value in the output image 

(‘img1’). The values from the output 

image can be write into a text file, 

forming a text file consists of pixel 

values of the filtered image.  

 

In Figure 13 (b), the formation of sliding 

window is shown. ‘Even’ and ‘Odd’ are 

the two extra arrays that are added to 

system to improve its performance. Also 

three registers in1, in2 and in3 are 

shown. ‘a’ is the sliding window for 

different clock cycles as shown in the 

Figure 13. 

 

 
(a) 



 

 

 

30 Page 22-32 © MAT Journals 2019. All Rights Reserved 

 

Journal of VLSI Design and Signal Processing  

e-ISSN: 2581-8449 

Volume 5 Issue 1 

 
(b) 

Figure 13:Improved Fault Tolerant Method Simulation (a) Input and Output Image Matrices, 

 

(b)Sliding Window Formation. 

The simulation result shows the input and 

output images in terms of their pixel 

values. For easier understanding of the 

effect of median filtering, these images can 

be viewed in jpeg format. The text files 

from the Xilinx ISE simulation of 

improved fault tolerant implementation of 

median filter is converted in to image files 

using MATLAB software. From the 

obtained images, it is easy to understand 

the effectiveness of the median filter in 

noise removing. Figure 14 shows the 

MATLAB simulation of improved fault 

tolerant implementation of median filter. 

 

 
(a)                 (b) 

Figure 14:MATLAB Simulation (a) Input 

Image, (b) Filtered Output Image, using 

MATLAB Simulation. 

 

SIMULATION ANALYSIS 

Based on the simulation, some features are 

analysed. First of all, the sorting networks 

are simulated and compared their resource 

utilization and delay. Table 1 shows the 

comparative analysis of sorting methods.

Table 1:Comparison of Sorting Methods. 
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From Table 1, it is clear that minimum 

number of exchange network scheme 

uses lower number of resources and 

having low delay than classic network 

scheme. The minimum number of 

exchange network method is used in 

fault tolerant method also. The proposed 

system mainly aimed on increasing the 

speed of the system. Table 2 gives the 

comparison result of simulation of both 

fault tolerant and improved fault tolerant 

methods.

 

Table 2:Comparison of Fault Tolerant and Improved Fault Tolerant Schemes. 

 
 

From Table 2, it is clear that improved 

fault tolerant scheme has reduced the delay 

efficiently. The additional number of 

registers and other resources are used to 

speed up the algorithm. As the aim of this 

project is to increase the speed of the fault 

tolerant median filtering process, the 

proposed technique has achieved sufficient 

speed for the algorithm by the addition of 

some resources. 

 

CONCULSION 

The fault tolerant implementation of 

median filter creates a range with which 

the calculated median value is checked, to 

detect the error present in a digital image. 

If the median value is out of the range, 

then the system generates an output error 

signal. The improved fault tolerant 

technique provides high speed to this 

algorithm by the addition of few resources. 

The proposed technique and other 

techniques simulated using Xilinx ISE 

design suite and the results shows that the 

proposed technique has less latency than 

the existing methods. This reduced latency 

improves the performance of the image 

processing by speeding up the filtering 

stage. 
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